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Pipeline of Machine Visual Perception
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Learning with Structures

I Kernel Learning

I Transfer Learning

I Semi-Supervised
Learning

I Manifold Learning

I Sparse Learning

I Structured Input-Output
Prediction
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Traditional Recognition System

I Features are key to recent progress in recognition

I Multitude of hand-designed features currently in use
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Traditional Visual Feature

I Where next? Better classifiers or better feature?
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Approaches to Learning Features
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Representation Learning
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Learning Non-Linear Features
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Linear Combination
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Composition
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Ranzato’s Definition

Deep Learning is a method which makes predictions by using a
sequence of non-linear processing stages. The
resulting intermediate representations can be
interpreted as feature hierarchies and the whole
system is jointly learned from data.

I Some deep learning methods are probabilistic, others are
loss-based, some are supervised, others are unsupervised ...
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Deep Learning in Practive
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A Potential Problem with Deep Learning
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A Potential Problem with Deep Learning
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Convolutional Neural Network
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Generalization Error Decomposition

I Given observations (Xi ,Yi ), i = 1, ..., n

I Lear a predictive function f (X )

I Generalization error E [L(f (X ),Y )]

E [L(f (X ),Y )] = A + E + O

I Approximation error→model class

I Estimation error→data size

I Optimization error→algorithm
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Generalization Error Decomposition

E [L(f (X ),Y )] = A + E + O

I Approximation error→use complex model

I Estimation error→collect big data

I Optimization error→design an OK algorithm

Trend of Machine Learning

I Approximation error: simple model→complex model

I Estimation error: small data→big data

I Optimization error: fine algorithm→scalable algorithm
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Why Today
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Deep Learning
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Benchmark for ImageNet
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Traditional System on ImageNet
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Drawback of Traditional System
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Deep Learning for Vision@CVPR 2012 Tutorial

Buiding blocks

I RBMs, Autoencoder, Sparse Coding

Go deeper: Layerwise feature learning

I Layer-by-layer unsupervised training

I Layer-by-layer supervised training

Fine tuning via Backpropogation

I If data are big enough, direct fine tuning is enough

I Sparsity on hidden layers are often useful
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Sparsity vs. Locality
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Challenge to Deep Learners

Key Issues

I What if no hand-craft features at all?

I What if use much deeper neural networks?

Answer from Geoff Hinton

I Our chief critic, Jitendra Malik, has said that this competition
is a good test of whether deep neural networks really do work
well for object recognition.
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The Architecture
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The Architecture
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Why Deep

I When input has hierarchical structure, the use of a
hierarchical architecture is potentially more efficient because
intermediate computations can be re-used.

I Architectures are efficient also because they use distributed
representations which are shared across classes.
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Why Hierarchy

Theoretical

I One limitation was based on the well-known depth-breadth
tradeoff in circuits design Hastad [1987].

I This suggests that many functions can be much more
efficiently represented with deeper architectures, often with a
modest number of levels (e.g., logarithmic in the number of
inputs).

Biological

I Visual cortex is hierarchical
(Hubel-Wiesel Model)
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Learning Feature Hierarchy
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Mid-Level Representation
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Locally Connected Layer
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Convolutional Layer
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Convolutional Layer
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Convolutional Layer

A standard neural net applied to images:

I scales quadratically with the size of the input

I does not leverage stationarity

Solution:

I connect each hidden unit to a small patch of the input

I share the weight across space
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Convolutional Layer

What is the size of the output?

It is proportional to the number of filters and depends on the stride.
If kernels have size K × K , input has size D × D, stride is 1, and
there are M input feature maps and N output feature maps then:

I the input has size M@D×D

I the output has size N@(D − K + 1)× (D − K + 1)

I the kernels have M×N×K×K coefficients

How many feature maps?

I Usually, there are more output feature maps than input
feature maps. Convolutional layers can increase the number of
hidden units by big factors
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Pooling Layer
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Pooling Layer Interpretation
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Pooling Layer Receptive Field Size
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Pooling Layer Examples
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Local Contrast Normalization
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Components of Each Layer
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Filtering
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Non-Linearity
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Pooling
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Normalization
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Compare with SIFT Descriptor
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ConvNets: till 2012
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ConvNets: today
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Choosing the Architecture

I Task dependent

I Cross-validation

I [Convolution→ Pooling ]∗ + Fully Connected
I The more data, the more layers and kernels

1. Look at the number of parameters at each layer
2. Look at the number of flops at each layer

I Computational resources
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Good to Know

I Check gradients numerically by finite differences

I Visualize features
feature maps need to be uncorrelated and have high variance

I Visualize parameters

I Measure error on both training and validation set

I Test on a small subset of the data and check the error → 0
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What if it does Not Work

I Training diverges:
I Learning rate may be too large → decrease learning rate
I Back Propagation is buggy →a numerical gradient checking

I Parameters collapse → Check loss function:
I Is it appropriate for the task you want to solve
I Does it have degenerate solutions? Check ”pull-up” term

I Network is underperforming
I Compute flops and nr. params.→ if too small, make net larger
I Visualize hidden units/params → fix optmization

I Network is too slow
I Compute flops and nr. params.
I GPU, distributed framework, make net smaller
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Summary

I Deep Learning = Learning Hierarchical Representations

I Supervised Learning: most successful set up today
I Optimization

I Don’t we get stuck in local minima? No, they are all the same
I In large scale applications, local minima are even less of an

issue

I Scaling
I GPUs
I Distributed framework
I Better optimization techniques

I Generalization on small datasets (curse of dimensionality)
I Data augmentation
I Weight decay
I Dropout
I Unsupervised Learning
I Multi-task Learning
I Transfer Learning
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Thank You

Q&A

54 / 54


	Introduction
	Deep Learning
	Tricks of the Trade



